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Abstract 

 

Advancements in synchrophasor technology have continued to open doors for the ever-

increasing applications in electric power grid visualization and monitoring, and at the same 

time calls for more research into optimal deployment of the technology for greater efficiency 

[1]. Mathematical models and heuristic models have already been developed for finding the 

optimal positions for the phasor measurement units (PMUs) in an electric power network. 

Integer programing is a popular mathematical model that has been employed. In this paper, 

Python-Gurobi was used with integer linear programing to accomplish this goal. The optimal 

PMU placement problem is formulated to minimize the number of PMU installation, subject 

to full network observability. This was implemented in standard IEEE 14, 30, and 57 system 

busses. These approaches were further implemented in the 30-bus system on the Nigerian 

electric power grid. The results were the same as those achieved in previous works by 

different authors, but we had a remarkable improvement in CPU computation time. The 

integer linear programming method for obtaining the optimum placement of PMUs for 

complete observability of the system was performed in two parts: obtaining a minimum 

number of PMUs required for complete system observability considering an intact system 

and obtaining a minimum number of PMUs required for complete system observability 

considering one line/one PMU outage. 

 

Introduction 

 

PMUs are power system devices that provide synchronized real-time measurements of 

phasors of voltages and currents [2]. Synchronization is achieved by time sampling of 

voltage and current waveforms using timing signals from the global positioning system 

satellite (GPS) [1].   
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PMU placement at all substations allows direct measurement of the state of the network. 

However, PMU placement on each bus of a system is difficult to achieve, due to either the 

cost factor or limited communication channels. A PMU placed at one bus can measure the 

voltage phasor of that bus and the current phasors of all the incident busses. The voltage 

phasor at other adjacent buses can then be derived using Ohm’s law [3, 4]. This implies that a 

system can be made observable with a lesser number of PMUs than the number of buses. 

Optimal placement involves deploying the least number of PMUs that can effectively 

monitor the system into the appropriate buses for complete network observability. The 

placement problem then can be formulated as an optimization problem [5-9, 13]. Many 

authors have contributed with various papers, starting with the constrained optimization 

formulation [8]. Tomlab and SCIP respectively were used in [9, 10] in finding the solution. 

This paper uses the same method for defining the problem at hand and uses Python-Gurobi 

for finding solutions. 

 

The problem is divided into two parts. In the first part, the objective is to find the minimum 

number of PMUs satisfying the complete system observability constraint considering the 

intact system. The second part examines finding the optimal solution, considering one line 

loss or one PMU outage scenario. 

 

Problem Formulation 

  

The minimum number of PMU placement in the network NP-complete [9]. This implies that 

no polynomial time algorithm can be designed to solve the problem exactly. Work on 

optimal PMU placement using an ILP approach has been pioneered by [8]. The optimal PMU 

placement is formulated by minimizing the cost function, which is also the objective 

function. 
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and A is the binary connectivity matrix of the system and n is the number of busses. 

  

Python-Gurobi 

 

The Gurobi optimizer [10] is a modern solver for (mixed integer) linear as well as other 

related (non-linear) mathematical optimization problems. The Gurobi optimizer is written in 

C, and it is available on all computing platforms and accessible from several programming 

languages. Standard independent modeling systems can be used to define and to model 

problems. Gurobi has been found to be one of the most CPU-efficient commercially available 

integer programing solvers as reported in [14], shown in Figure 1. 
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Figure 1. Comparison of different solvers applied to different benchmark problem

in an IEEE standard bus, and results were compared to see the performance

They are implemented in the IEEE 14, 30 and 57 bus system and the results are compared to 

the prototype solutions. This algorithm is further extended to test it in the 30-

Gurobi [10] as the optimization tool to come up with the optimal 

PMUs number and their locations. The problem formulation details are elaborated only for 

Nigerian grid, shown in Figures 2 and 3, while the results for all IEEE 

standard bus systems are presented in the tabulated format. These values are compared

among each method and against the benchmark data by other authors [8, 11] 
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Figure 2. Nigerian grid 

 

 
benchmark problem instances  

compared to see the performance. 

and 57 bus system and the results are compared to 

-bus Nigerian 

l to come up with the optimal 

The problem formulation details are elaborated only for 

the results for all IEEE 

standard bus systems are presented in the tabulated format. These values are compared 

]  

20

30

14

 



Proceedings of The 2014 IAJC/ISAM International Conference 
ISBN 978-1-60643-379-9 

 

The constraints for the 30-bus Nigerian grid are defined with equation 2 and Figure 3 as 
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 Figure 3. Constraint matrix for 30-bus system Nigerian grid 

  

 

Experiments and Results 

 

The results from the standard IEEE buses as well as 30 bus systems Nigerian Grid for ILP 

model using both Python-Gurobi and Tomlab are shown in the tables below. The tables are 

for the intact system and the system with one line outage or a single loss of a PMU. 

 

Integer Linear Programming Approach 
 

1.  Intact system 
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Table 1. Number and locations of the PMUs for an intact system 

 

Bus System Location of PMUs Number of PMUs 

IEEE 14 2,7,10,13             4 

IEEE 30 1,5,6,9,10,12,15,19,25,27           10 

IEEE 57 1,6,9,15,19,22,25,27,28,32,36,39,41,44,47,50,53           17 

30 Bus Nigerian Grid 2,3,6,8,10,16,17,21,23,26,27           11 

 

 

2. Single line outage (single PMU loss) 

 

Table 2. Number and locations of the PMU considering one PMU outage 

 

Bus System Location of PMUs Number of PMUs 

IEEE 14 2,4,5,6,7,8,9,10,13              9 

IEEE 30 1,2,3,6,7,9,10,11,12,13,15,17,19,20,22,23,25,26, 

27,28,30 

           21 

IEEE 57 1,2,4,6,9,11,12,15,19,20,22,24,25,27,28,29,30,32, 

33,35,36,37,38,39,41,44,46,47,50,51,53,54,56 

           33 

30 Bus Nigerian Grid 1,2,3,6,7,8,10,12,13,14,15,16,17,18,19,20,21,22,23,24,

25,26,27,28,29,30 

           26 

 

The experiment with Tomlab [ 15] and Python-Gurobi in Table 4 has been performed with 

the computer with Intel Core i5-2450M-CPU @2.50GHz(4CPUs), ~2.5GHz and compared 

against each other and further compared with [12 ] for SCIP. 

 

Table 3. Comparison of different solver in terms of CPU clock 

  

Bus System CPU Time for SCIP CPU Time for 

Tomlab 

(Proposed) CPU 

time for Python-

Gurobi 

IEEE 14 0.05              0.014           0.00001 

IEEE  30 -              0.125           0.0001 

IEEE  57             30.41              1.73           0.36 

Nigerian 30 bus -              1.57           0.05 

 

Observations/Discussion 

 

It was observed that the number of PMUs and their locations obtained using Tomlab and 

Python-Gurobi are the same as shown in Tables 1 and 2, but there is a significant 

improvement in CPU time in Python-Gurobi compared to Tomlab and even more compared 

to SCIP [13]. The number of PMUs required for network coverage increased when there was 

one PMU outage because the system had to reconfigure to assume a new structure posed by 

the outage. 
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Conclusion  

 

Python-Gurobi has been used in solving the problem of optimal placement of PMUs in an 

electric power grid for complete observability and monitoring in LIP. It was discovered that 

it achieved the same solution as other tools, but it exceeds the other tools in CPU efficiency. 

Hence, we recommend the use of Python-Gurobi in solving problems of similar models. 
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